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August 16, 2016 Faults

Blue Cut fire caused
• Thirteen 500 kV line faults
• Two 287 kV line faults

11:45:06 PDT Fault
• 500 kV line-to-line fault
• Cleared normally in 2.5 cycles (41.7 milliseconds)
• PV resources impacted – 1,178 MW

• 26 different solar developments
• All utility scale – connected at 500kV or 230kV
• 10 different inverter manufacturers
• No PV site system protection relays/breakers operated
• All action was by on-board inverter controls
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Full Analyses of Four IBR-Related Events
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Blue Cut and Canyon 2 Disturbances

Blue Cut Fire Disturbance – August 16, 2016
 Line-to-Line 500 kV fault normally cleared in 2.5 cycles
 1,200 MW loss back-calculated to ~2,500 MW from interconnection inertia
 Published disturbance report in June 2017 

• Key Findings:
 Use of momentary cessation
 Frequency-related tripping

Canyon 2 Fire Disturbance – October 9, 2017
 Normally cleared 220 kV phase-to-phase fault followed by a normally 

cleared 500 kV phase-to-phase fault 
 900 MW loss back-calculated to ~1,500 MW from interconnection inertia
 Published disturbance report in February 2018 

• Key Findings:
 No frequency-related tripping but continued use of momentary cessation
 Transient overvoltage-related tripping 
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Angeles Forest and Palmdale Roost 
Disturbances

Angeles Forest Disturbance – 10 April 2018 
• 500 kV “bolted” line-to-line fault – cleared in 2.6 cycles

– Line is mixed 500 kV underground/overhead

• Lopsided RLC line parameters – unbalanced line shunt 
reactors used to compensate.

• Involved ~1,100 MW of BPS-connected PV
• 200 MW gas turbine loss/associated steam reduction
• Evidence of jump in CAISO Net Load – DER loss
Palmdale Roost Disturbance – 11 May 2018 
• Fault on short 500 kV line – cleared in 3.6 cycles
• Involved ~900 MW of BPS-connected PV
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CAISO BPS-Connected Solar and Net Load
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What we quickly learned from inverter-based event analysis:
• SCADA data with samples every 4 seconds are virtually useless
• Momentary cessation on inverters and return can occur in 

10-20 milliseconds – many have time delays on return that can 
be seen by SCADA
 Back-calculation of actual momentary loss from known system inertia is 

much larger than SCADA can see, but leaves a much higher rate-of-change-
of-frequency (RoCoF) – makes event detection easier

 Blue Cut fire SCADA value = 1,178 MW  Back-calculated = ~2,500 MW

• PMUs at 30 samples per second deliver data at ~33 milliseconds
• PMUs will still miss most if not all of the momentary cessation 

impact
• Point-on-Wave data is needed

When PMUs are just not fast enough
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Joint NERC-IEEE Paper on Impacts  

• How do we deal with lower 
short circuit current?

• What are the dynamics issues?

• Several Working Groups and 
Task Teams of IEEE PSRC are 
working on the System 
Protection issues

• Other IEEE Committees are 
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Modeling Notification: 
Momentary Cessation

• Existing models largely DO NOT 
accurately represent installed 
resource performance
 Identified issue that must be addressed 

for models in planning and operations 
studies

 Developed notification to help industry 
in modeling efforts

 Guidance provided as part of second 
NERC Alert 
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Inverter-Based Resource
Reliability Guideline

• BPS-connected inverter-based 
resource performance

• Guideline based on findings and 
recommendations of NERC 
disturbance reports

• Intended as cornerstone document 
for industry moving forward

• Approved by NERC Operating 
Committee
https://www.nerc.com/comm/Pages/Relia
bility-and-Security-Guidelines.aspx

• Basis for IEEE P2800 Inverter-Based 
Resources – Connected above 
Distribution

https://www.nerc.com/comm/Pages/Reliability-and-Security-Guidelines.aspx
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• Disturbance analyses and reports
 Blue Cut Fire, Canyon 2 Fire, Angeles Forest/Palmdale Disturbances

• Level 2 NERC Alerts
 Identifying extent of condition, and recommending mitigating actions

• Modeling and simulations – Impacts of BPS-connected IBRs
• Outreach to BPS-connected non-BES resources (e.g., < 75 MVA)
• IRPTF Reliability Guideline – for BPS Connected IBR
• NERC System Planning Impacts of Distributed Energy Resources 

(DER) Working Group (SPIDERWG)
• Clarifications to NERC Standard PRC-024 – Generator Frequency 

and Voltage Protective Relay Settings
• Industry education – webinars and workshops

NERC’s Multi-Pronged Approach
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• IEEE 1547-2018 Standard applies to inverters connected 
to distribution systems

• IEEE P2800 Inerter Based Resource Performance Standard – for 
inverters connected above distribution voltage (including 
transmission voltages)

• IEEE DER Managements System Guideline (P2030.11)
• Regulator education workshops – IEEE Standards are not 

enforceable unless:
 Adopted by regulators
 Included in interconnection agreements (SGIA and LGIA)

• New Interconnection Agreement White Paper being prepared
• Potential modifications needed to NERC Standard PRC-002 –

Disturbance Monitoring and Reporting Requirements 

NERC’s Multi-Pronged Approach
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