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W NASPI WG - NERC PCS Project

Topics Covered

* NERC PCS Project Status
e The openPDC Project

 Technical Project Update
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Operate the SuperPDC NASPI WG - NERC PCS Project

Example Operational Report
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PMU/PDC Deployment

Current Upcoming

PMUs PCS Nodes ATC (3) MISO PJM
Ameren 6 MidAmerican 1 Location IAssociated PMUs
AEP 12 Minnkota 1 TVA 115 _
ATC 1 Montana-Dokata 1 SCE Gen 1 (Acceptance) Z\] e B O "‘ i
ConEd 2 NEISO 2 PIM Gen 1 (Production) i -
Duke 6 NYPA 8 OGE Gen 1 (Testing) \7\
Entergy 20 OG&E 7 MISO Gen 1 (Testing) Gem ’ T § ‘%
First Energy 2 PPL 1
FPL 0 SOCO 18 f
ITC 2 TVA 19 SCE ITC (2
Manitoba Hydro 1 VT 5

Total 115 Dominion (4)

FPL(-B)
New PMUs Added: Ameren (1)

FPL is offline for
NERC CIP upgrades.
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Operate the SuperPDC NASPI WG - NERC PCS Project

Uptime Statistics

Average SPDC/PDC Uptime Average PMU Uptime (£2%)

99.998 99.998
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4 TVA — Power Control Systems



Operate the SuperPDC NASPI WG - NERC PCS Project

Storage Space

Archive Size (TB) Free Space (TB)
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Sept
Sept

5 TVA — Power Control Systems



LI}

Develop the NERC PCS

NASPI WG - NERC PCS Project

NERC PCS Project - 5-Year Plan

2009
— Develop NERC PCS
— Deploy 2 BETA NERC PCS Nodes
— Set up Central Archive Infrastructure
2010
— Deploy 5 Production NERC PCS Nodes
— Set up Communications Network
— Operate / Grow Central Archive
2011
— Deploy 9 (4 new) Production NERC PCS Nodes
— Integrate NASPInet into NERC PCS Network
— Grow Communications Network
— Operate / Grow Central Archive
2012
— Deploy new Production NERC PCS Nodes
— Grow Communications Network
— Operate / Grow Central Archive
2013
— Deploy new Production NERC PCS Nodes
— Grow Communications Network
— Operate / Grow Central Archive
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M  Develop the NERC PCS NASPI WG - NERC PCS Project

2009 Deliverables and Status

 Develop the NERC PCS

— System development is currently in progress.

— TVA expects to start internal beta testing in late October.
 Setup central archive (Hadoop)

— The test system has already been successfully deployed.

— We expect to purchase production hardware starting in
October.

 Deploy pilot version of NERC PCS
— The contract for beta node hosts is being developed.

— TVA is working with PJM to setup a VPN based LAN-to-
LAN interim link.

— The test system is expected to be deployed in early
December.

TVA — Power Control Systems



LI}

Develop the NERC PCS NASPI WG - NERC PCS Project

Planned 2010 Deliverables

Complete PCS Security Assessment and implement
recommendations

Add 39 beta NERC PCS Node (April)

Formal release of NERC PCS system production
version 1.0 (July)

NERC PCS comes online as all beta nodes are
moved into production (July)

Deployment of 4t NERC PCS node (September)
Deployment of 5" NERC PCS node in (November)
Add addition central archive storage (as required)
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W NASPI WG - NERC PCS Project

Topics Covered

e The openPDC Project

 Technical Project Update
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Il  the openPDC Project NASPI WG - NERC PCS Project

* TVA has announced that the core of the
NERC PCS (the TVA SuperPDC) will be
open source

operi

Phasor Data Concentrator

* Objective is to better support
Stimulus/DOE plans to accelerate use
of synchrophasors in the US

* Release will be made under a liberal
open source agreements the supports
vendor commercialization

Output Adapter Layer
-

* Key design element is the ability for
others to easily extend the openPDC at
the input, action or output layer

* TVA's hope is that this code will be an

http://openPDC.codeplex.com enabling technology for the industry
" o ' ' and vendors at the international level
Cq ¢ * TVA will be seeking partnerships to help

Qpen Scurce Project Community

extend and improve the openPDC
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The OpenPDC Project NASPI WG - NERC PCS Project

oenPDC_ \What’s Included...

Phasor Data Concentrator

« The TVA Code Library: this consists of code for
handling sockets, threading, error management, and
security plus basic data concentration and archival
and general phasor protocol parsing and
recomposition.

« The openPDC synchrophasor projects: these

Include all the TVA SuperPDC components plus the
TVA PMU Connection Tester.

 An experimental prototype implementation of

NASPInet is in the code in its hascent stages to spur
further development and discussion.
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I  the openPDC Project NASPI WG - NERC PCS Project

operPDC_ Source Code Status

Phasor Data Concentrator

 Code based on TVA's SuperPDC that has been In
production use since 2004.

« The source code iIs based on .NET 3.5 and written
almost exclusively in managed C#.

 The code set has over 300,000 lines of fully
documented code spanning 630+ classes.

* Includes detailed API help files for the source code.

« Everything needed to create your own operational
PDC is included in the code.

And... the openPDC manager, a web based remote configuration tool,
Is under development and scheduled for beta release November 1.
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I  the openPDC Project NASPI WG - NERC PCS Project

Priorities on Documentation

e Lines of code vs. documentation

— Of the 300,000 lines of code, 6% are structured API
comments which are used to create the integrated help.

— To give you an idea of the amount of help this is - the
API help will fill out over 4600 printed pages.

 The four priority levels
— APl Level Documentation - completed
— Getting Started Documentation - completed
— System Documentation — in progress
— Operational Documentation — not started
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The OpenPDC Project

Help can be integrated within Visual Studio

) ScheduleManager Class - Microsoft

L

\@Contents LepIndex _|Help Favor...

Ready

14

i--T‘\u‘A.Phasn:l'PmtocoIs.SeIFastI'\v Title
([} 3

NASPI WG - NERC PCS Project

Location

Datalistener Class

File Edit View Tools Window Help
Back #] 4§ A7 | @ HowDol - O Search | 3 Index 4% Contents || Help Favarites 4= | %) MSDN Forums & _
# Ll L P S el T
Cantents -1 Xx ScheduleManager Class - X
s URL: ms-help://MS.VSCCv00/MS.VSIPCC.v0/Framework/Framework/htrl/ff0a2edl -528b-fc24 - c43e-b1734 d8affbg.htm =
| {unfiltered) M | openPDC Framework Help
i--'l"u‘A.MeasurementsNamespa - NScheduIe:ﬂT%Eg%edr lCIa»sg heduleM
: amespaces -Schedulin d uleManager
+- TVA.Measurements.Routing [ . 2 g C# M
+- TVA.Media Namespace -
+- TVA.Media.Sound Namespac
+TVA Net.Ftp Namespace # Starting Occurs while the ScheduleManager is waiting to start at the top of the
7 T minute.
- TVA.Met.Smitp Namespace
+- TVAMumericalAnalysis Namg
i--T\u‘A.Parsing Namespace ﬁ"‘ Status Gets the descriptive status of the ScheduleManager cbject.
;--WA.Reﬂection Mamespace
TVA..Schﬂ:Iuﬁng Namespace W Stop() Stops the ScheduleManager if running.
+- TVA.Security. Cryptography N
+- TVA.Services Namespace
S TVA Threading Namespace ¥ ToString() Returns a String containing the name of the Component, if any. This method
. should not be overridden.
- TVA.Units Mamespace
-;---TVA.\"‘."indows.FDrms Mamesg (Inherited frem Component.)
- TVAXml Mamespace
-- openPDC Historian Hel =/ Examples
;p X K s This example shows how to use the ScheduleManager component:
+- TVA.Historian Mamespace
-;--WA.Historian.Exporters MNam c# 53 Copy
-i---TVA.Historian.FiIes Mamespat using Syatem:
»;--'I"u‘A.Historian.MetadataProviu using TVA:
+- TVA.Historian.Notifiers Name using TVA.Scheduling;
- TVAHistorian.Packets Names| = , .
: clasza Program =
+- TWA.Histerian.Services Mame: [ o 3
=) UPE”PDC Synchrophaser Help atatic void Main(string[] args)
+- TVA.PhasorProtocols Narmesg {
jr--TVA.F'hasorProtocols.Anonyn ScheduleManager scheduler = new ScheduleManager():
i..T‘W-\.PhasorProtocoIs.Bpanc s:c:hsjl;ler. I:l;laize 0z
[ A EVen andlers.
?--WA.PhasorProtocols.FNet Nz scheduler.Starting += scheduler Starting:
-:+--TVA.F'hasorProtocols.Ieea'ljdf scheduler.Started += scheduler Started; -
-i+--WA.PhasorProtocoIs.IeeeCB? = = : = e
4 TVA.PhasorProtocols.Macrod Index Results - TVAHistorian.Datalistener class - 1 topics found >~ 0 %

openPDC Historian Help




I  the openPDC Project NASPI WG - NERC PCS Project

Step-by-step Instructions are provided

%'a .. openPDC

Open Source Project Community Phasor Data Concentrator

Getting Started with openPDC

This guide is intended to aid in building the openPCC software and setting it up to start using it.
guide, feel free to use this navigation tool to jump around.

®* Get the source code

* Get Microsoft Visual Studio 2008

* Build openPDC
#* Building Framewaork

¥ Building Histarian

¥ Building Synchrophasor

* St up the database

* Set up an Access database

* Setup a SOL Server database
* Setup a MySOL database
* Maodify the configuration file
Eun openPDC
* Run the PMU Connection Tester

TWA Solution and Mamespace Overview

¥ TWA Solution Overview

* TWA Code Mamespace Overview
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I  the openPDC Project NASPI WG - NERC PCS Project

oenPDC. The Pre-Release Review

Phasor Data Concentrator

« Companies Participating:
— Information Trust Institute (University of Illinois)
— Pacific Northwest National Labs
— AREVA T&D
 Reviewers were selected from a university, a

national lab and a vendor to get a balanced set of
vViews.

 Review was conducted by these independent
entities to help find any issues and provide insight
Into possible improvements prior to release.
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W NASPI WG - NERC PCS Project

ITI/Illinois Preliminary Review

 Preliminary Review Completed Oct 2, 2009
— ~50 man-hours
— Mostly manual with some help from tools
 Preliminary review focused on compatibility and
security

— Several issues identified in input/bounds checking,
access control, information leakage, crypto

— Preliminary review report submitted to TVA
« lIdentified important topics for further review

TVA Is actively addressing these topics; some of
which have already been resolved.
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I  the openPDC Project NASPI WG - NERC PCS Project

Device to Data In Five Easy Steps
— 1.Create a project

= 2.Add references
3.Copy In the code snippet
> 4.Set up your data source

o Teck  Tet Ao
oy Cube Shit o
S Sokubion | u ]
Chean Sokican ¥
— un the application
Rgbud DeviceTolsta E |
oo DevnTolata
Pl DeviceTeDiats
@ Run Code Balysis on DeviceTdats
e e S e =]

- (6) Take the afternoon off.
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W NASPI WG - NERC PCS Project

Where do | get the code?
’ Q.

oper

Open Scurce Project Commmunity Phasor Data Co

http://openpdc. codeplex com

« Any public contributions consisting of new features,
updates or fixes will be accepted by TVA.

 All contributions will be reviewed for security and
completeness before they are integrated with the
public code.

o Copyrights and attributions to contributors will remain
In the code.

* Register (free) to be notified via email of code updates
and improvements.
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I  the openPDC Project NASPI WG - NERC PCS Project

20

Phasor Data Concentrator

2e2PDC_ \What’s Happening Now...

« We are busy developing the NERC PCS; however, the
NERC PCS is based on this open source code. Any

changes, updates or bug fixes we make to the code will
be made available to you.

« We'll be encouraging other developers to add to the
open source code base. To accommodate more
developers, we are adding unit tests to the code so that
changes made by others can be tested for consistency.

 An initial version of the “ Getting Started Guide” and
FAQ have been posted to the website. As we get

more questions, we will answer these and post them to
the FAQ.
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Topics Covered

 Technical Project Update
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M  Develop the NERC PCS NASPI WG - NERC PCS Project

NERC PCS Technical Progress

NERC ' NERC Phasor

e The NERC P(;S has the esrerxee=dll Concentration System
openPDC as its core

technology

(" Measurement (" Concentration ( Storage

 The core has been wrapped
with NERC proprietary
elements

« An experimental “NASPInet-
like” protocol for inter-node
communication is in
development.

« Code is well along in
development for transfer of o
regional node data to the B = ossloneantrlor
central archive @ -

nnnnnn
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M  Develop the NERC PCS NASPI WG - NERC PCS Project

The NERC PCS Central Archive

o A test system has been
deployed and is operational.

e This test system is based on
“Hadoop” technology.

e Hadoop is an open source
product that uses low cost
commodity hardware to
redundantly store data.

« Hadoop also enables parallel
processing of massive
amounts of data.

 We are currently developing
the recoverable data transport
process for moving data from
a “Regional Node” into the
central archive.
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Develop the NERC PCS NASPI WG - NERC PCS Project

Hadoop Pilot Operational

* Pilot hardware installed g vm—
and operational :

e Total cost ~$20k
(direct cost $16.5k)
e Storage:
— 48 TB Physical
— 14 TB Effective
(3 way replication)
« Capable of 109 MB/sec
write speeds per drive
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Develop the NERC PCS

NASPI WG - NERC PCS Project

Poster/Handouts - To explain more

r 120 PAUS wih
b devices ot o single

P hardware augmeniaton w
5
rEmn,-N«, de

oxtonsd
-R.luhm - w

- Multipie Databases -
My SOL. Oracle, Olel

» Archiving and smnpe
P

acanﬁgmam uww ot -
with incuded wed2ased

corfiguration

. Standard Protocols -
IEEE C37.118-2005
FNET, SEL Fast

The Open Source

Phasor Data Concentrator

[ http Il openpdc codeplex com

NERC

TH AMERICAN ELECTRIC
-_LrAEILIT» CORPORATION

el
-~ Measurement =

)

NERC Phasor
Concentration System

{ Concentration ) . Storage

NERC Regional

egional nade data
storage repasitory. The

schedule is variable depending

upon each regional node's
‘storage capabiliies.

locations. fod
ogeeoit oss.

= Local concentrator

= PMU

= open

= Binary “.d" formatted archive file

60w 0n carmmuricaton patn
lengih

A haariont vgnal walIndcato
whather e beckup POC
okt cenrua o dncars
racaived data or bagi to
arcive oue 1o prmary POCS

e flack of hesribest puise)
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@ NERC pes Gentral

cs Central Data Archive

»Potatyte Scale
»+Big Data” Warehousing
»Big Data” Processing

» Fault Tolorant Piatiorm
»Scalable

»Foous on Results
N

A Fadoop

Potabyle Scale

#Robust / Decentralized
»Commodity Hardware

»Self Healng

#Dpan Sourcs | Open Platform
Highty Cost Effectve
>Commercial Support Avalable

#Strong Developer Ecosystem

#8103 Use, Rapidly Giowing

*Racigy

Face
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