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Architectural Principles for NASPInet
 Enable high performance

– Low latency

– Security

– QoS

– Flexibility and agility

 Use open standards; apply sound architectural principles
– Allocate functionality to proper places in the architecture

– Make maximum use of necessary elements

– Avoid defining new system entities

 Provide upgrade and extension paths (future-proofing)



PMU Network Physical Architecture View



PMU Network Protocol View



Multicast for PMU Data (low, predictable latency)



PMU’s and Security



Architecture Issues
 Low Latency Communication

– End to end hardware forwarding path
• Application Specific Integrated Circuit (ASIC) forwarding engines

– Predictable latency Communication
• “Circuit like” explicit static path setup for maximum control
• Multiple technology choices 

– MPLS-TE (Traffic Engineering)
– MPLS-TP (Transport Profiling)

– Predictable fail-over and network convergence
• MPLS-TE based fast reroute 
• MPLS-TP based path protection
• N-1 Network Redundancy
• Predictable failover after a failure

 MPLS based core WAN network
– MPLS is a future facing technology, which merges the best of packet switching and circuit 

switching

 Converged network designed to carry both IP and non IP traffic (eg IEC 61850 GOOSE) 
even over the WAN; extension to 61850-90-5 will enable IP/UDP-based GOOSE and SV

 Scalable Network
– Minimizes packet replication; network replicates packets at optimal points
– Integrates crypto without putting packet replication burden on the end host



Architecture Issues, con’t
 End to End QoS for low latency traffic

– RSVP/MPLS-TE based bandwidth reservation option 
– MPLS-TP/TE based circuit setup

 Cyber security integrated into the design (rather than tagged on later)
– Low, predictable latency security with no latency penalty
– Anti content jamming
– Group crypto protection for traffic
– PMU owner controls what leaves the network via ACLs
– PMU data traffic content can be replicated and masked by the 

network, as an additional service
– Segmentation and path isolation for PMU traffic
– PMU-based intrusion protection



Monitoring Center Architecture

 Use modified version of existing three tier architecture

 Make maximum use of network since it must be present 
anyway

 Avoid data concentrator stacking

 Minimize use of physical gateways



Standard Three Tier Architecture



Three Tier PMU Analytics Architecture



Monitoring Center Technical Architecture Example



PMU Gateways and Data Concentration
 Convert PDC and PDG boxes to service abstractions
 Virtualize services and distribute as needed via Service Insertion
 Allow services to reside where needed:

– Dedicated server
– Historian
– Application
– Network

 Put concentration elements in parallel near applications to avoid 
stacking
 Workflow management via Service Insertion Architecture and 

application design



Conclusions/Recommendations
 Implement engineered PMU networks using COTS 

networking gear

 Use standard protocols and well established methods 
for security, QoS

 Use the network to maximum advantage since it must 
be there anyway

– Advanced architecture based on standard protocols

– Service abstraction, virtualization, service insertion

 Clean application suite architecture

 Provide forward path compatibility (future-proofing)

 Extension paths for additional complexity where utilities 
desire it
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