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Open Source 
A Catalyst for Innovation 
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Presenter
Presentation Notes
Even when existing solutions meet market needs, innovation never stops. Although legacy systems met the challenges of Smart Grid, they’ve proved to be inadequate and inflexible to meet emerging demands. And who knows what may come down the road to present further challenges?

What is the Smart Grid
The Smart Grid is a Service Driven Network
Today it delivers energy-as-a-service to consumers 
In the future it will deliver services to energy producers and customers (prosumers).
The utility, a regulated enterprise, will need to communicate securely via a data network(s) with the prosumers in order to deliver these services.
There are already a number of collaborative open source software initiatives within the power industry.
We are going to take a few minutes to introduce to you a few of the open source projects in adjacent market that will help to create the computing environment (compute, networking and storage) for the open source applications being developed in the utility industry.
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Examples of Open Source  
Platforms & Products 
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Linux 

Popular Mainstream Linux Distributions 

• Debian 

• Ubuntu 

• Linux Mint 

• Fedora 

• Arch Linux 

• Red Hat Enterprise Linux (commercial product) 

• SUSE Linux Enterprise Server (commercial product) 

• Yocto Project (platform for embedded Linux systems) 

Presenter
Presentation Notes
The development of Linux is one of the most prominent examples of open source software collaboration: the underlying source code may be used, modified, and distributed—commercially or non-commercially—by anyone under licenses such as the GNU General Public License. 

Linux was originally developed as an open source operating system for Intel x86-based personal computers. It has since been ported to more computer hardware platforms than any other operating system. 

In particular Linux is used extensively for real time embedded systems for process control. Unfortunately the systems produced by vendors are vertically integrated and although they use Linux internally these systems are generally closed.

Open source collaboration has moved beyond just the operating system it now cover the computing environment – computers, networking, storage, management and orchestration.

Linux and its variants is a leading operating system on: 
Servers and other big iron systems such as mainframe computers and supercomputers 
More than 95% of the world's 500 fastest supercomputers, including all the 44 fastest.  
Embedded systems such as mobile phones tablet computers, network routers, building automation controls, televisions and video game consoles
Android system (uses Linux kernel) in wide use on mobile devices



- Allied Partners LLC Confidential - 

Open Source & Service Driven Network 

Manage
ment 

Applicati
ons 

Compute  
& Network 
Infrastruct
ure 

OpenFlow 

OpenvSwitch 

Firewall 
Load 
Balancer 

Intrusion 
Detection & 
Protection 

Internet 
Protocols 

IPSec 

Publish/ 
Subscribe 

O
pe

nS
ta

ck
 

O
pe

n 
D

ay
lig

ht
 

openADR 

LinuxKVM 

Puppet Ansible 

Grid Protection 
Alliance 

Named Data 
Networking 

openVPN Time Transfer 

Network 
Services 

Presenter
Presentation Notes
A computing environment consists of software that enables applications to get the right resources to be allocated such that services can be delivered to customers.
Resources such as computers (virtual machines, memory and processor time), disk storage and networking connectivity are managed and orchestrated so that applications can be easily deployed to deliver services to customers.
In the Smart Grid this computing resource is used to monitor the state of the power network (generation, transmission and distribution) to safely and securely deliver power to customers.
The computing environment can be abstracted into a number of layers – compute & network infrastructure, network services, applications, management and orchestration.
Within each of these layers there are active open source projects that the utilities can leverage in a number of ways:
Develop Smart Grid applications that are compatible with this open source architecture
Use open source software for the other layers that have been developed in the various open source projects
Persuade the vendors to provide software that are also compatible with the same open source environment

Let us now introduce you to some of the key open source projects that forms this Open source computing environment
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Open Network Foundation (ONF) 

ONF Board Members 
• Google 
• Facebook 
• Yahoo 
• Microsoft 
• NTT Communication 
• Deutsche Telekom 
• Verizon 
• Goldman Sachs 

Presenter
Presentation Notes
Open Networking Foundation (ONF) is a user-driven organization dedicated to the promotion and adoption of Software-Defined Networking (SDN) through open standards development. The catalyst for the formation of ONF was the OpenFlow protocol development at Stanford University during the last decade. Further development of the OpenFlow specification is now under the jurisdiction of the ONF 
You should note that the ONF was not set-up by vendors in the hardware networking industry.

What is Software Defined Networking?
SDN uses software to introduce new “open” approach to networking:
Network control is decoupled from the data forwarding function and is directly programmable. 
Dynamic, manageable, cost-effective, and adaptable architecture using open software 
Unprecedented programmability, automation, and control via open software
Implementing SDN via an open standard enables user application agility while reducing service development and operational costs
Frees network administrators to integrate best-of-breed software technology as it is developed.

Benefit to the utilities
The functions provided by network hardware (routers and switches) can now be provided by software executing on COTS hardware that is shared by other applications
Smart Grid applications can directly control the routing of the different traffic types -  real time traffic vs best effort
Adapt the software interface to legacy applications – improving security and manage the end-of-life of legacy hardware
Lower capex – COTS hardware and open source software
Lower opex – COTS hardware and better overall management and orchestration because of reduced manual operations.
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OpenStack 

Project Founders: 
• RackSpace 
• NASA 

Presenter
Presentation Notes
OpenStack is a cloud operating system that controls large pools of compute, storage, and networking resources throughout a datacenter (control center), all managed through a dashboard that gives administrators control while empowering their users to provision resources through a web interface.
The OpenStack Foundation has attracted more than 9,500 individual members from 100 countries and 850 different organizations, Ohloh.net reports that there are 1,974 contributors. Founding members were Rackspace and NASA but the membership now include at&t, ubuntu, hp, IBM, nebula, redhat, Suse, Cisco, Ericsson, NEC, Yahoo, VMWare, Intel, Dell, Juniper, Alcatel Lucent, Arista, Ayaya, Brocade, EMC, Fujitsu, Internap and many others………………….
What does OpenStack do?
The OpenStack project was a defensive move Rackspace to defend against the tidal force of Amazon Web Services. It realized that even as a multibillion-dollar company and a leader in the hosting world, it could not go it alone in the transition to public cloud.
Today, the OpenStack Foundation has more than 200 members, and there is an amazing amount of activity and interest in OpenStack clouds from enterprise customers. OpenStack is deployed by companies like PayPal, eBay, Best Buy, and PARC (a Xerox company) across their enterprise infrastructures. OpenStack is also being used to power a number of public cloud offerings from Internap, Comcast and IO
And vendors like Solinea and Nebular delivering turnkey products via public cloud. 

Benefit to the utilities? 
OpenStack could very well be the cloud computing environment for the utilities’ control centers in the near future. 
Because OpenStack provides an open computing standard allowing utilities to collaborate and share infrastructure making the control center infrastructure more resilient and providing additional dynamic computing resources that no single utility would provide on its own.
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OpenDaylight 

Project Founders: 
• Cisco 
• IBM 
• Microsoft 
• Ericsson 
• VMware 

Presenter
Presentation Notes
Unlike OpenStack which concentrates on the upper layers of computing and storage OpenDaylight builds upon an open source SDN controller and provides the plug-ins for the lower layers. This enables OpenDaylight users to reduce operational complexity, extend the life of their existing networking infrastructure hardware and enable new services and capabilities only available with SDN.
In addition to the founder members Cisco, IBM, Microsoft, Ericsson and VMWare some of the other members include NEC, Juniper Brocade, redhat Fujitsu, Huawei, Intel, hp, radware ZTE and Dell………. Ohloh.net reports that there are currently 154 contributors

What does OpenDaylight do?
Opendaylight provides the framework for the three layer of abstraction for the network and its services
Network Apps & Orchestration: The top layer consists of business and network logic applications that control and monitor network behavior. In addition, more complex solution orchestration applications needed for cloud services and Network Functions Virtualization (NFV) thread services together and engineer network traffic in accordance with the needs of those environments.
Controller Platform: The middle layer is the framework in which the SDN abstractions can manifest, providing a set of common APIs to the application layer (commonly referred to as the northbound interface) while implementing one or more protocols for command and control of the physical hardware within the network (typically referred to as the southbound interface).
Physical & Virtual Network Devices: The bottom layer consists of the physical & virtual devices, switches, routers, etc., that make up the connective fabric between all endpoints within the network

OpenDaylight is an open source project with a modular, pluggable, and flexible controller platform at its core. This controller is implemented strictly in software and is contained within its own Java Virtual Machine (JVM). As such, it can be deployed on any hardware and operating system platform that supports Java.

The southbound interface is capable of supporting multiple protocols (as separate plugins), e.g. OpenFlow 1.0, OpenFlow 1.3, BGP-LS, etc. 
Benefit to the utilities
SDN and NFV are a new flexible way of deploying network infrastructure. 
A software-defined network adapts to the requirements of applications deployed on the network. 
Current generation networks and architectures are statically configured and vertically integrated. New generation applications such as Hadoop, video delivery, and virtualized network functions require networks to be agile and to flexibly adapt to application requirements
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Presenter
Presentation Notes
Open vSwitch is a production quality, multilayer virtual switch licensed under the open source Apache 2.0 license. It is designed to enable massive network automation through programmatic extension, while still supporting standard management interfaces and protocols (e.g. NetFlow, sFlow, SPAN, RSPAN, CLI, LACP, 802.1ag). In addition, it is designed to support distribution across multiple physical servers similar to VMware's vNetwork distributed vswitch or Cisco's Nexus 1000V

OpenVSwitch in now part of the standard Linux distribution. With the increased throughput of multicore COTS CPUs the majority of networking applications (routers, switches, firewalls, intrusion detection, gateway functions) can now be replaced by software operating in virtual machines, there is now less need to install special proprietary hardware.

Within the utilities this can be a 
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Network Functions Virtualisation (NFV) 

NFV is an ETSI project 
with founding 
members 

• AT&T 
• BT 
• Deutsche Telekom 
• Orange 
• Telecom Italia 
• Telefonica 
• Verizon 

Presenter
Presentation Notes
NFV aims to transform the way that network operators architect and operate networks and network services by using standard IT virtualisation technology to consolidate many proprietary pieces of network hardware and replace these functions types by industry standard commercial off the shelf (COTS) high volume servers, switches and storage.

NFV transforms network architectures through the implementation of network functions in software that can run on a range of industry standard server hardware, and transforms network operations because the software can dynamically be moved to, or instantiated in, various locations in the network as required, without the need for installation of new equipment.

NFV technology is directly relevant to the utilities because some of the utilities operate their own private network and other buy services from the telecommunications operators in both cases NFV potentially  should reduce cost and increase flexibility for Smart Grid applications. 
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Shipping OpenFlow Products 

Switches –Commercial  
• Arista 7500/7150 
• Brocade MLX/NetIronproducts 
• Cisco Nexus 3000 
• Dell N3000/N400 
• Extreme BlackDiamond 
• HP ProCurve 
• IBM BNT G8264 
• Juniper MX & EX9200 (not GA) 
• NEC ProgrammableFlowswitches  
• Smaller vendors (Mikrotik, ODMs) 
 

Switches –Open Source 
• Open vSwitch(Xen, KVM) 
• NetFPGAreference implementation 
• OpenWRT 
• Mininet(emulation) 

Controllers – Commercial 
• NEC ProgrammableFlowController 
• VMware NSX 
• Big Switch Networks 
• Cisco eXtensibleNetwork Controller 
• HP VAN SDN Controller 
 

Controllers –Open Source 
• Open Daylight (Java) 
• NOX (C++/Python) 
• Beacon (Java) 
• Floodlight (Java) 
• Maestro (Java) 
• RouteFlow(NOX, Quagga, ...) 
• NodeFlow(JavaScript) 
• Trema(Ruby) 

Presenter
Presentation Notes
Initial research for OpenFlow was done at Stanford University. The OpenFlow protocol developed at Stanford University enables networks to evolve, by giving a remote controller the power to modify the behavior of network devices, through a well-defined "forwarding instruction set".
OpenFlow has been a catalyst for innovation  causing companies in the computing and networking industry that normally directly compete to collaborate and create the Open Networking Foundation, OpenStack and OpenDaylight open source projects.
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OpenFlow @ Google 

Problem 
•Traffic engineering in inter-DC WAN backbone 
 

Solution 
•Custom data center edge switches 
•Cluster of OpenFlow controllers in each data center data center 
edge switches behave like a single node 

•BGP and IS-IS between OpenFlow controllers; classic routing 
between data centers 

•Centralized traffic engineering application path elements are 
downloaded into individual controllers 

Presenter
Presentation Notes
Google operates a 100Gps worldwide backbone between its data centers.
Google has implemented the end-to-end OpenFlow system: gathering application needs, computing paths, and installing them with the appropriate QoS attributes in the routers in real time. 
Google builds its own routers and uses the OpenFlow protocol between the control and forwarding plane. In addition to OpenFlow Google uses Linux and other open source routing. Google was able to leverage open source software and then add the added value for its own application requirements. It is reported that as a result the network converges almost 10x faster than before and has average link utilization above 90% (which is a huge money-saver!!).
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OpenFlow @ NEC 
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NEC @ NIPPON EXPRESS 
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NEC @ NIPPON EXPRESS 
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Networking & IT Open Source Convergence 

Presenter
Presentation Notes
All this effort is now available to the Smart Grid community to exploit.

Smart Grid community could leverage what has already been achieved and add the specific features that are important to this industry e.g. real time control.

The Smart Grid community would take the existing open source developed by the IT community, add any specific real time functionality required for Smart Grid applications to create the framework for use by the power industry.
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OpenFlow Control of Real-Time Flows 
Proof of Concept 
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▌Choose best path for “real time” traffic 
 Both real-time and best-effort packets go through MPLS-1. 
 SDN network monitoring periodically checks delay between circuit emulators via 
MIB polling. 

 

Real-Time Packet 
Best-Effort Packet 

  

SDN Controller 
Network Monitoring  

SDN (Software-Defined Networking) can switch the traffic 
flows for real-time packets to different MPLS paths based 

on the measured jitter and delay. 

  

MPLS-2  

MPLS-1  

Improving SLA of “Real-Time” Traffic by SDN 

  

  

Source: www.nec.com modified by Dick Willson 

http://www.nec.com/
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▌ Congested Traffic Condition 

② 

SDN Controller 
Network Monitoring 

① 

① Heavy Traffic in MPLS-1 
② Delay Detection by monitoring tool 
③ Flow Control by SDN 
④ Switching Real-Time Traffic Path  
      to MPLS-2 

③ 

④ 

Real-Time Packet 
Best-Effort Packet 

  

  

Switching Real-Time Traffic to Avoid Congested Path 
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SDN (Software-Defined Networking) switches the real-time 
traffic flows based on the delay over the MPLS cloud. 

  

  

Source: www.nec.com modified by Dick Willson 
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Proof of Concept:  Experimental Environment 

Circuit 
Emulator 
(NetInsight) 

MPLS 
Switches 

SDN  
Switch 
(NEC) 

SDN  
Controller 
(NEC) Legacy circuit emulator +  

SDH Transmission (NEC) 

Real-time traffic switching has been achieved by NetInsight's Circuit 
Emulator 'Nimbra' and NEC's SDN Technology 'ProgrammableFlow.' 
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